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Abstract: We investigate the emotional response to colors
in ordinary multicolored images. In psychophysical
experiments, using both category scaling and interval
scaling, observers are asked to judge images using three
emotion factors: activity, weight, and heat. The color
emotion metric was originally developed for single colors,
and later extended to include pairs of colors. The same
metric was recently used in image retrieval. The results
show that people in general perceive color emotions for
multi-colored images in similar ways, and that observer
judgments correlate with the recently proposed method
used in image retrieval. The intended usage is in retrieval
systems publicly available on the Internet, where both the
user and the viewing environment is unknown, which
requires novel ways of conducting the psychophysical
experiments. � 2010 Wiley Periodicals, Inc. Col Res Appl, 36,

210 – 221, 2011; Published online 29 April 2010 in Wiley Online Library

(wileyonlinelibrary.com). DOI 10.1002/col.20604
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INTRODUCTION

Most of us live in a world full of colors, usually per-

ceived in an infinite number of multicolored combina-

tions. Our colorful environment affects us in many ways.

It is known that the relationship between colors and

human emotions has a strong influence on how we per-

ceive our environment. Naturally, the same holds for our

perception of images. All of us are in some way emotion-

ally affected when looking at a photograph or an image.

One can often relate some of the emotional response to

the context, or to particular objects in the scene, like fa-

miliar faces, etc. Simultaneously, as part of the color per-

ception process, also the color content of the image will

affect us emotionally. Such emotions, generally called

color emotions, can be described as emotional feelings

evoked by a single color or color combinations. They are

typically expressed with semantic words, such as

‘‘warm,’’ ‘‘soft,’’ ‘‘active,’’ etc. Color emotions, together

with color memory, color harmony, color meaning, etc.,

belong to the cognitive aspects of colors. The original

motivation for this research was to include high level

semantic information, such as emotional feelings, in

image classification and image retrieval systems. Emo-

tional responses based on objects, faces, etc. are often

highly individual, and therefore one has to be careful

when including them in the management of general image

databases. However, the emotional response evoked by

color content is more universal. Consequently, the ques-

tion dealt within this article is whether the emotional

response related to colors in ordinary multicolored images

are similar between persons, like previous research has

shown for color emotions related to single colors and

two-color combinations. If so, one can combine color

emotions with Content Based Image Retrieval and dis-

cover new ways of searching for images using semantic

properties of colors. The intended use of the method is

primarily as a tool for sorting or preselecting images. For

instance, a popular keyword-query may result in a huge

set of images that are impossible for the user to review.

New methods that can help the user by selecting a subset

of the query result, or grade the images found, are there-

fore highly desirable.

In Solli and Lenz,1 we have proposed a method using

color emotions in image retrieval. The color emotion met-

ric used there is obtained from studies made by Ou

et al.2–4 From psychophysical experiments Ou et al.
derived color emotion models for single colors and two-

color combinations. By factor analysis they identified

three color-emotion factors: activity, weight, and heat.

We demonstrated how to use Ou’s models together with

ordinary RGB-histograms of images to obtain compact

but efficient image descriptors. As the method only

involves transformations on ordinary RGB-histograms,

usually already computed in many Content Based Image
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Retrieval systems, the method is very time efficient,

which is essential when dealing with very large image

databases containing millions or billions of images. The

earlier method describing how to use color emotions in

Content Based Image Retrieval is summarized in one of

the following sections. A comprehensive description can

be found in Solli and Lenz.1

Research on color emotions for single colors and two-

color combinations has received considerable attention in

the past. However, similar investigations for multicolored

images are less common, which probably is one of the

explanations why color emotions are seldom used in

image retrieval systems. In this article, we use methods

from psychophysical scaling to evaluate the retrieval

methods used in Solli and Lenz.1 At the same time, the

evaluation will also indicate if people perceive color emo-

tions for multicolored images in similar ways, or if judg-

ments are highly individual. To investigate people’s emo-

tional responses a set of psychophysical experiments are

conducted. Observers are judging images on different

scales or factors related to color emotions. Both category

scaling and interval scaling methods are used. Similarities

and dissimilarities among observer judgments are pre-

sented and discussed, together with results and statistics

for the correlation between user judgments and the pro-

posed method used in image retrieval. The findings show

that people do perceive color emotions for multi-colored

images in similar ways, and that the recently proposed

method for color emotions in image retrieval can be a

useful tool in Content Based Image Retrieval and image

indexing. Since the findings of this study will be used in

retrieval systems typically accessible on a public web

page, some unusual conditions are present. Basically, we

have unknown users in unknown environments. A discus-

sion on how to handle such conditions is included in the

‘‘Limitations’’ section.

The article is organized as follows. Related work is

reviewed in the next section, followed by a section

describing the special limitations and conditions that are

present in this study. The subsequent section describes the

predictive model used for estimation color emotions for

images. Next, the psychophysical experiments are

explained, and the results are discussed. Then the

intended application in Content Based Image Retrieval is

illustrated. Finally, conclusions are drawn, and some ideas

about future work are presented.

RELATED WORK

Research on color emotions for single colors and two-

color combinations is by now a well established research

area. In a series of papers, Ou et al.2–4 investigated the

relationship between color emotions and color preference.

Color emotion models for single colors and two-color

combinations are derived from psychophysical experi-

ments. Observers were asked to assess single colors on 10

color emotion scales. It is then shown that factor analysis

can reduce the number of color emotions scales to only

three categories, or color emotion factors: activity, weight

and heat. Ou et al. conclude that the three factors agree

with studies done by others, for instance Kobayashi5 and

Sato et al.6 In this article, we will use those emotion fac-

tors when investigating color emotions for multicolored

images. In another study of human’s emotional response

to colors, Gao and Xin7 selected twelve pairs, or scales,

of color emotion words which were considered fundamen-

tal. They also show that most of the variance in the data

can be represented by fewer factors than twelve. By maxi-

mum likelihood factor analysis they group scales into

three categories or indexes, called activity, potency, and

definition. One of their conclusions is that color emotion

connotations are mainly connected to lightness and

chroma, and less connected with hue. One important

question is whether color emotions are influenced by dif-

ferent regional or cultural backgrounds. In an extensive

study by Gao et al.8 it was concluded that the influence

of cultural background on color emotions is very limited.

In psychophysical experiments totally 214 color samples

were evaluated on 12 emotion variables by subjects from

seven different regions worldwide. Using factor analysis

they show that a smaller number of factors are needed for

the representation, which corresponds well to other stud-

ies. Another conclusion, common with others studies, is

that lightness and chroma are the most important factors

in color emotions, whereas the influence of hue is limited.

Similar results about regional and cultural backgrounds

were earlier found in cross-regional comparisons by Xin

et al.9,10 Also age-related differences were investigated. A

recent example is Beke et al.,11 where color preference of

aged observers are compared to young observers. The

results indicate important differences, both depending on

neuro-physiological changes, and other aspects such as

cultural implications.

Related to the problem of color emotion is the concept

of color harmony. These research areas often share meth-

ods and ideas in their attempt to perform psychophysical

experiments and also when creating predictive models. As

an example, we mention the extensive study by Ou and

Luo,12 where harmony judgments of two-color combina-

tions are investigated in order to develop a quantitative

model for the prediction of harmony.

There are few articles addressing the problem of

including color emotions in image retrieval. The methods

presented are often focusing on semantic image retrieval

in a more general way. Wang and Yu13 propose an emo-

tional semantic query model based on image color seman-

tic descriptors. Images are segmented by clustering in the

CIELAB color space. Then images are converted to the

CIELCh color space (the cylindrical version of CIELUV),

and segmented regions are converted to semantic terms

through a fuzzy clustering algorithm. Both regional and

global semantic descriptors are extracted. The user is able

to query the image database with emotional semantic

words, like ‘‘sad’’ and ‘‘warm,’’ and also with more com-

plex sentences. One interesting detail to notice is that they
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use Gaussian low-pass filtering to remove edges before

segmentation, with the motivation that the capability of

the human visual system to distinguish different colors

drops rapidly for high spatial frequencies. However, what

is not discussed in the article is that one should probably

be careful with the amount of filtering. As an example,

we can consider an image containing stripes, where the

semantic response may change rapidly with different

amounts of low-pass filtering. Also Corridoni et al.14 use

clustering in the color space to segment images into

regions with homogenous colors. Then Itten’s formalism

together with fuzzy sets are used to represent intraregion

properties (warmth, hue, luminance, etc.) and inter-region

properties (hue, saturation, luminance contrast, etc.). Prop-

erties are gathered to a color description language based

on color semantics. Querying the database is accom-

plished through a rather complex user interface including

sketches and dialog boxes.

In a paper by Hong and Choi15 a search scheme called

FMV (Fuzzy Membership Value) Indexing is presented. It

allows the user to retrieve images based on high-level

semantic concepts, using keywords such as ‘‘cool,’’

‘‘soft,’’ ‘‘romantic,’’ etc. Emotion concepts are derived

from color values in the HSI color space. Cho and Lee16

developed an image retrieval system based on human

preference and emotion by using an interactive genetic

algorithm (IGA). Image features are created from average

colors and wavelet coefficients. Yoo17 proposes an emo-

tion-based image retrieval method using descriptors called

query color code and query gray code. The descriptors

are based on human evaluation of color patterns on 13

emotion pairs or scales, most of them related to color.

The image database is queried with one of the emotions,

and a feedback method is utilized for dynamically updat-

ing the search result.

We conclude with two recent papers discussing emo-

tion-based image retrieval. Wang et al.18 use a three-

dimensional emotional space (with some similarities to

the emotion space used in this article) for annotating

images and perform semantic queries. The space is based

on psychological experiments with 12 pairs of emotion

words. Image properties are described with different kinds

of histograms, and from histogram features emotional fac-

tors are predicted using a support vector machine. They

create a search interface where the user can create seman-

tic queries based on one of the emotion words. A disad-

vantage with the presented work is that emotion scales

are derived from category scaling without, for instance,

anchor images, which is not the most reliable scaling

method (discussed later in this article). The method was

developed and evaluated for paintings only. In Lee

et al.19 the authors show how rough set theory can be

used to build an emotion-based color image retrieval sys-

tem. Emotion data is extracted by letting people observe

different random color patterns in category scaling experi-

ments. Three different emotion scales are incorporated:

warm–cool, dynamic–static, and heavy–light. The primar-

ily field of application seems to be different color pat-

terns, like wall papers etc. But the authors mention that

the method can also be applied to image retrieval.

Common for the image retrieval methods mentioned

earlier is that the evaluations are limited and user studies

are missing. It is hard to know whether the models agree

with observer judgments. Unique for the retrieval method

related to this article is that, by this study, a comprehen-

sive user study is incorporated in the overall presentation.

LIMITATIONS

The main goal of our research is to develop methods that

can be implemented in large scale image indexing, espe-

cially search engines for large image databases publicly

available on the Internet. In other words, the findings of

this study will be used in a situation rather different from

the situation encountered in traditional color emotion

experiments. The main concern is that, since results will

be used on the Internet, we have no control over the user

environment. An unknown adaptation is present, which

may influence the result in many ways. For instance,

users may have very different monitor settings. Also the

viewing environment, like illumination settings, back-

ground colors, etc. may vary significantly. Moreover, the

psychological state of the user is unknown. As related

research about color emotion models usually is carried

out in controlled environments, it is of course question-

able if the same models can be applied in an uncontrolled

environment. However, we believe that if the entire evalu-

ation process is based on user tests on the Internet, where

we have no control over environmental settings, and still

the results are successful, then we can also apply the

models in an uncontrolled environment.

Another fact to be aware of is that image content in

general, not only the color content, will affect the user’s

emotional response. Some images may even have strong

emotional content closely related to those emotions

evoked by the color content. For instance, some may ex-

perience that a photo of a sun-drenched beach brings a

warm feeling, even though the color of the water can be

perceived as rather cold. And observers familiar with cold

climates may perceive a photo containing snow and ice as

cold, even if the actual color content is rather neutral. But

as long as the user is aware of that the emotional search

is purely based on color content, we believe most users

will both notice and accept images containing other emo-

tional content. Finally, since tests are carried out anony-

mously on public web pages, we have to face the risk that

some users will deliberately submit answers disagreeing

with their own emotional feelings.

PREDICTIVE MODEL

This section describes the model used for predicting the

emotional response of ordinary multicolored images. The

model was earlier presented in Solli and Lenz.1 We refer

readers to the original paper for more details.
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Color Emotions

In a series of articles Ou et al.2–4 investigated the rela-

tionship between color emotion and color preference. Color

emotion models for single colors and two-color combina-

tions are derived from psychophysical experiments. Observ-

ers were asked to assess single colors on 10 color emotion

scales. Then they show that factor analysis can reduce the

number of color emotions scales to only three categories, or

color emotion factors: activity, weight, and heat

activity ¼ �2:1þ 0:06

3 L� � 50ð Þ2þ a� � 3ð Þ2þ b� � 17

1:4

� �2
" #1

2

ð1Þ

weight ¼ �1:8þ 0:04 100� L�ð Þ þ 0:45 cos h� 100�ð Þ
(2)

heat ¼ �0:5þ 0:02 C�ð Þ1:07cos h� 50�ð Þ (3)

h ¼ arctan
b�

a�

� �
(4)

C� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�2 þ b�2

p
(5)

where L*, a* and b* are CIELAB coordinates. In the next

section, we describe how to use these emotion factors for

multicolored images.

Color Emotions for Images

Using RGB-histograms for measuring statistical proper-

ties of color images is very common in Content Based

Image Retrieval. We make use of this and utilize a

method that will transform ordinary RGB-histograms of

images to emotion descriptors. Typically, the histograms

consist of 512 entries with eight quantization levels (bins)

per color channel. RGB-histograms for all images in the

database are collected and saved in a matrix H of size N
3 512 (rows 3 columns), where N is the number of

images in our database. For each bin in the histogram we

calculate the corresponding color emotion vector, using

Eqs. (1) to (5). The result is saved in the matrix E of size

512 3 3 (three emotion values for each bin). The 512

RGB-bins plotted in the emotion space spanned by activ-

ity, weight, and heat can be seen in Fig. 1. In all calcula-

tions, we assume images are saved in the commonly used

sRGB color space, and we use the standard illumination

D50 when transforming sRGB values to CIELAB values.

Next, the histogram matrix H is multiplied with the emo-

tion matrix E to obtain a matrix C ¼ H � E, of size N 3
3. The n-th row in H, denoted by hn describes the

probability distribution of the RGB vectors in image n.
The n-th row in C, denoted by Cn, obtained by the scalar

product cn ¼ hn � E, is thus an expectation vector

describing the expected value of the color emotion vec-

tors of the pixels in image number n in our database. In

other words, this vector contains the predicted mean score

for each of the emotion factors: activity, weight, and

heat. In Fig. 2, thirty images are plotted according to

their predicted emotion coordinates in the three-dimen-

sional emotion space.

FIG. 1. Locations of the 512 bins from the RGB-histo-
gram in the three-dimensional emotion space spanned by
activity, weight, and heat. Bins (dots) are colored with the
corresponding RGB colors.

FIG. 2. Three different views of 30 images plotted according to their emotion coordinates in the three-dimensional emo-
tion space spanned by activity, weight, and heat.
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PSYCHOPHYSICAL EXPERIMENTS

When designing the user study, we followed the method-

ology presented by Engeldrum20 to a large extent. The

study consists of two tests, following each other in time.

First a pilot study, that will indicate if we are aiming in

the right direction. The study will also help us to select

images, from now on called samples, for the second test.

The pilot study is designed to be as simple as possible for

the observer. The second test, here called the main study,

is slightly more demanding for the observer. The advant-

age though is that the results are more reliable, and easier

to evaluate. Our final conclusions are mainly based on the

main study. Both tests are using web pages for communi-

cating with the observer. The reason for describing both

the pilot study and the main study is that the main study

is to some extent based on results and experience gained

in the pilot study.

The Pilot Study

In this study, observers are judging one sample at a

time, using a category scaling method. Samples are ran-

dom and independently selected from a database of 5000

images, containing both photos and graphics (the same

database was used in Solli and Lenz1). Observers are

asked to judge the selected samples on different emotion-

related scales. For simplicity, each scale is divided into

five equally sized intervals, or categories, and the ob-

server can only pick one of them. The entire graphical

user interface, including user instructions, can be seen in

Fig. 3. The maximum sample size, height or width, is 200

pixels. Advantages with this method are that observer

instructions are rather easy to understand, and observers

can quit judging samples whenever they want. However,

the simplicity will bring some negative aspects as well.

Foremost, the observer criterion may drift (move along

the emotion scale), especially for the first few images that

are judged. The reason is that observers are not familiar

with the full range of the scale until they have seen rela-

tively many samples. Another drawback is that we only

obtain a rough estimation of visual distance between sam-

ples since the interval spanned by each category is rather

large. And finally, when judging samples, observers tend

to use all categories an equal number of times (according

to Engeldrum20), which may not resemble the reality

since samples are displayed randomly.

FIG. 3. The Graphical User Interface for the pilot study
(Results from the Harmony factor are presented elsewhere.).

FIG. 4. The Graphical User Interface for the main study. Observers are asked to place each set of samples on the emo-
tion ruler below. They are instructed that the distance between samples should correspond to the emotional difference.
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The Main Study

An interval scaling method is utilized in this study,

which, compared to the pilot study, will increase the ac-

curacy of the emotional distance. Observers are shown a

set of samples, and then asked to place all samples on a

ruler ranging from one emotion attribute to another.

Observers are also instructed to place the samples so that

the distance between samples corresponds to the emo-

tional difference. Samples with the same emotion

response can be positioned above, or on top of each other.

Totally 10 samples are used for each emotion scale. The

selection of samples is based on judgments obtained in

the pilot study. In the pilot study, each emotion scale was

divided into five intervals or categories, and observers

were assigning samples to those categories. From the set

of samples assigned to each category, two samples are

randomly drawn, giving us totally 10 samples for each

emotion scale. Using this selection should provide a more

homogeneous coverage of the emotion space than a ran-

dom selection. Even if a full coverage is not necessary

(observer judgments can still be evaluated for parts of the

emotion space), it is of course desirable to be able to

evaluate the entire emotion space within the current study.

The selection procedure is an important and challenging

task that is further discussed in ‘‘Conclusions’’ section.

The user interface for the main study, including

selected samples, can be seen in Fig. 4. By coincidence,

one sample was drawn for both heat and weight. Examin-

ing the samples visually, it looks like none of them con-

tains a strong emotional content not related to color (the

author’s opinion), as discussed in previous section. Using

the mouse pointer, observers can click on images and

drag them to desired positions. Here the maximum sample

size, height, or width, is 70 pixels. The reason for using

smaller samples than in the pilot study is simply to make

sure that all samples and the entire scale fits within the

observer’s browser window. This method demands from

the observer that a complete set of samples should be

judged, and the observer also needs to consider the emo-

tional distance between samples.

An important consideration in the design of psycho-

physical experiments is the ‘‘rubber band effect.’’ This

means that most interval scales involve two arbitrary con-

stants, a multiplier and some additive constant. To over-

come this problem and enable easier comparisons between

judgments from different observers, we follow Engel-

drum20 and calibrate observers to a common scale by

adjusting judgments until they have the same mean and

variance. For each judgment j, containing i samples, the

mean is subtracted, and the result is divided by the stand-

ard deviation, as follows

aij ¼ xij � �xj
sj

(6)

where xij is the position of sample i in judgment j, �xj is
the mean position for all samples in judgment j, sj is the

standard deviation for all samples in judgment j, and aij is

FIG. 5. Observer judgments for heat, weight, and activity
from the pilot study are plotted against predicted emotion
values. The x-axis represents judgment categories, and the
y-axis represents predicted values. For each category, the
short horizontal line corresponds to the mean of the
derived values, the vertical line corresponds to the stand-
ard deviation, and dots correspond to the minimum and
maximum among predicted values for samples in that cat-
egory. The numbers along the dotted baseline shows how
many samples that were assigned to each category.
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the resulting position for sample i in judgment j. An alter-

native approach is to select a sample from each end point

of an emotion factor (e.g., most cool and most warm) and

use them as anchors. Then each judgment is normalized

based on anchor positions. However, since two samples

were randomly selected from each end point category,

using only one of them as anchor will probably influence

the result depending on which one we choose. But more

important, at this stage we cannot know if the selected

sample is a representative observer judgment suitable to

be used as anchor. Moreover, judgments made in the pilot

study cannot be fully trusted since the study was con-

ducted on a public web page. Therefore the normalization

by mean and variance is adopted.

RESULTS AND DISCUSSIONS

The Pilot Study

The web address of the page containing the pilot study

was sent to a number of recipients, including colleagues,

students and friends, both males and females ranging from

�20–65-years old. The address was also displayed on a

public web page, probably generating a few more

unknown participants. Totally 52 observers participated in

the study, judging in total 567 samples (as described ear-

lier, these are random and independently selected from a

larger database containing 5000 images). The number of

observers is based on a measurement of the number of

unique computers used when judging images. Several

observers may have used the same computer, or a single

observer may have used more than one computer. How-

ever, we assume that the consequences on the overall

result are of minor importance and can be ignored. In

Fig. 5, observer judgments for heat, weight, and activity

are plotted against emotion values derived using the pre-

dictive model described earlier and in Solli and Lenz.1

For both heat and weight a clear relationship between

judgments and derived values can be observed. For activ-

ity the relationship is much weaker. Only samples that are

judged to have maximum activity are somewhat distin-

guishable from remaining ones. The figure also shows

how many samples were assigned to each category. Appa-

rently, ‘‘neutral’’ samples (close to the center of each

scale) are more common than ‘‘extreme’’ samples (end

points).

The Main Study

The address to the web page containing the main study

was also sent to a number of recipients, but not displayed

on a public web page. The group of recipients was com-

parable to the group in the pilot study: colleagues, stu-

dents, and friends, both males and females ranging from

�20- to 65-years old. However, most of the recipients did

not participate in the pilot study (although we cannot

FIG. 6. Observer judgments for heat, weight, and activity. Judgments are scaled to have the same mean and variance.
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guarantee that they did not visit the public web page for

the pilot study). As the presumed numbers of observers

were lower than in the pilot study, participants were asked

to judge samples only once to avoid single observers

influencing the data too heavily. Totally 35 observers par-

ticipated. The response from two observers were removed

because they pushed the submit button before moving any

of the images (we assume that was a mistake). This

leaves 33 observer judgments for the evaluation process.

In Fig. 6, all judgments are shown, for heat, weight, and

activity, respectively. The mean and variance are used for

scaling each judgment.

For measuring the interobserver agreement we adopt

the method and terminology used by Ou and Luo.12 The

interobserver agreement measures the consistency of ob-

server judgments, in other words how well observers

agree with each other. The agreement can be derived by

averaging the root mean square (RMS), also known as

root mean square deviation (RMSD), or root mean square

error (RMSE), between each observer’s judgment and the

overall mean. The RMS is derived by

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i xi � �xið Þ2
N

s
(7)

where xi represents the scale position given by an ob-

server for sample i, �xi represents the mean scale position

of all observers for sample i, and N represents the number

of samples. However, what is not mentioned by Ou and

Luo12 is that if one wants to compare RMSs with differ-

ent units (different scale, different amounts of categories,

etc.) the RMS needs to be normalized, for instance by

calculating the normalized root mean square

NRMS ¼ RMS

xmax � xmin

(8)

where xmax and xmin are maximum and minimum of possi-

ble scale values. Interobserver agreements obtained are

0.099 for the heat factor, 0.079 for weight, and 0.160 for

activity. As expected from earlier results, the agreement is

better for heat and weight than for activity. Notice that a

good agreement corresponds to a low value, and vice

versa. The agreement values obtained are similar or even

lower than results presented in related studies (for instance

Ou and Luo12), indicating that the agreement is satisfac-

tory. As each observer only judges one set of images we

do not need to consider the intraobserver agreement.

FIG. 7. Observer judgments for heat, weight, and activity
from the main study are plotted against predicted emotion
values. The x-axis represents positions on the emotion
ruler, and the y-axis represents predicted values. Dia-
monds correspond to mean positions for each sample. For
each diamond there is a distribution of dots (on the same
horizontal level) showing individual judgments. For
increased readability, the plot area is larger than the possi-
ble value interval ([0 1] for both the x- and y-axis). [Color
figure can be viewed in the online issue, which is available
at wileyonlinelibrary.com.]

TABLE I. Pearson r correlation coefficient and R2

correlation between observer judgments and
predicted emotion values.

Pearson r R2

Emotion
factor

Mean
positions

All
positions

Mean
positions

All
positions

Heat 0.97 0.90 0.95 0.81
Weight 0.98 0.93 0.97 0.86
Activity 0.86 0.68 0.73 0.47
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Verification of the Predictive Model

The next step is to compare the observers’ emotional

response to the proposed predictive model (presented ear-

lier and in Solli and Lenz1). In Fig. 7, judgments are plot-

ted against emotion values derived using the predictive

model. Diamonds corresponds to mean positions for each

sample. For each diamond there is a distribution of dots

(on the same horizontal level) showing individual judg-

ments. The evaluation of the predictive model uses the

Pearson product-moment correlation coefficient r between

observer judgments and predicted values, for both mean

positions (diamonds) and all positions (dots) in each emo-

tion scale. The correlation coefficient is defined as

r ¼ 1

N � 1

XN
i¼1

xi � �x

sx

� �
yi � �y

sy

� �
(9)

where xi and yi are positions on the emotion scale, �xi and
�yi are mean positions, and Sx and Sy are standard devia-

tions of all positions for observer judgments and predicted

values respectively. N represents the number of samples.

The correlation coefficient measures the strength and

direction of a linear relationship between sets of variables,

this time judgments and predictions. For a perfect increas-

ing (or decreasing) linear relationship the correlation is 1

(or 21). For independent variables the correlation is 0.

Heat and weight resulted in correlation coefficients as

high as 0.97 and 0.98. For activity the correlation is 0.86.

The results obtained can also be found in Table I. The

last column contains R2 values (the square of the multiple

correlation coefficient), which can easily be obtained from

r since the correlation is attained from a simple linear

regression (R2 ¼ r 3 r). R2 values indicates how much of

the variation in the judgments that can be predicted by

the model (e.g., R2 ¼ 0.7 means that the model explains

70% of the variance). Using the rather simple correlation

coefficient r for measuring correlation can probably be

questioned. However, since we want to measure the asso-

ciation between two variables, not the exact agreement,

we search for an evaluation method invariant to scaling

and translation of variables, and consequently we find the

correlation coefficient suitable. In addition, considering

previously published work within this research area we

notice that using the correlation coefficient enables us to

compare results with others. It is, however, not obvious

how to draw conclusions from single correlation values.

But by comparing our results with results reported in

related studies (see Refs. 2,7,9,12 to mention a few) we

conclude that the obtained correlation values lie within

the range of what in general is considered to be a good

correlation. Especially, the results for heat and weight

show a very good correlation.

For comparison, in the pilot study the correlation coeffi-

cient was 0.58 for heat, 0.52 for weight, and 0.14 for activ-

ity. This confirms that the method of category scaling is

much less reliable than interval scaling. In addition, we sus-

pect that some of the data in the pilot study is unreliable

since the user test was conducted on a public web page.

If we compare the interobserver agreement with the

Pearson r correlation coefficient for heat, weight, and

activity, we see that there is a relationship between poorer

interobserver agreements and lower correlation coeffi-

cients. We may even suspect that some discrepancy in the

correlation coefficient is due to observers varying opin-

ions, and not due to limitations in the predictive model.

Intrasample Agreement (for Finding Problematic

Samples)

Knowing samples with observer judgments that are

highly inconsistent can be of importance if one wants to

improve the predictive model. The normalized root mean

square is used for calculating the intrasample agreement,

a measure of how judgments concerning specific samples

are spread along the emotion scale. Equations (7) and (8),

FIG. 9. The three samples from each emotion factor that
obtained the worst intrasample agreements.

FIG. 8. Intrasample agreement for different samples and
emotion factors. Notice that even if samples from different
emotion factors have the same sample number, the image
content is not the same. See all samples in Fig. 4 (sample
number 1–10 from left to right).

218 COLOR research and application



presented earlier, are used for calculating the intrasample

agreement, but with i representing different judgments

instead of samples. Consequently, N represents number of

observers. Results obtained for samples 1–10 in all three

emotion scales are plotted in Fig. 8. The mean intrasam-

ple agreements are 0.10 for heat, 0.08 for weight, and

0.17 for activity. The result corresponds well with values

obtained for the interobserver agreement, reinforcing that

FIG. 10. Retrieval by emotion words. Sliders show the selection and values of the emotion words. The five best matches
for each query are shown.
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the activity factor is harder for observers to comprehend

and apply on multicolored images than the heat and

weight factors. On the other hand, the result may also

show that observers have slightly varying opinions about

activity for samples.

The three samples from each emotion factor that

obtained the worst intrasample agreements are plotted in

Fig. 9. We can observe a mixture of both highly abstract

graphical images and ordinary photos. Samples with poor

intrasample agreement cannot be visually distinguished

from the remaining ones (all samples can be seen in Fig.

4). However, more research is needed to find out if those

samples can be distinguished by some currently unknown

statistical or computational properties.

APPLICATION IN IMAGE RETRIEVAL

We summarize selected parts from Solli and Lenz1 to

give the reader an overview of the intended application.

Our first application is called retrieval by emotion words.

When searching for an image, a search interface is used,

where the query vector is specified with the help of 1–3

sliders, corresponding to different emotions. For a given

query vector of emotion scores we retrieve the images

whose emotion vectors are nearest neighbors of the query

vector in the L2 norm. A few search examples, using a

database containing 5000 images, both photos and

graphics, are illustrated in Fig. 10. The image database is

a randomly selected subset of a much larger database

used in previous research.

An additional search mode called retrieval by query

image is presented in Solli and Lenz.1 Here the user can

submit a query image to obtain images from the database

with similar emotional appearance. Figure 1 demonstrates

that the RGB space is unevenly spaced in emotion space.

We use a kd-tree decomposition to obtain a more bal-

anced decomposition of emotion space computed from

the RGB histogram. For this, we split the emotion space

perpendicular to one of the axes (heat, weight, or activ-

ity). Cycling through the axes, splitting each new region

by the median, the result is a distribution with equal num-

ber of entries in each region, generally called a balanced

tree with equal number of entries in each leaf. We split

until we get 64 leaves, each containing eight entries. This

is the color emotion histogram with 64 bins. Knowing

which color emotion value belongs to which leaf, we can

create a matrix that will transform RGB-histograms to

color emotion histograms. The L2 norm is used for meas-

uring distances between color emotion histograms. Com-

pared to retrieval by emotion words, the use of emotion

histograms enables a richer description of each image.

However, the method is only applicable when a query

image is available. A more extensive description of this

search mode together with retrieval results can be found

in Solli and Lenz.1 Both retrieval methods are imple-

mented in a public demo search engine (http://media-

vibrance.itn.liu.se/imemo/). For an easier understanding of

the search modes, we encourage readers to interact with

the search engine.

CONCLUSIONS

The findings of this study show that people in general

perceive color emotions for multicolored images in simi-

lar ways, and that observer judgments highly correlate

with the predictive model recently proposed in image re-

trieval. Images were judged by observers on three emo-

tion factors: heat, weight, and activity. Interobserver

agreement obtained for the heat factor are 0.099, 0.079

for weight, and 0.160 for activity. Comparing the results

with other studies involving single colors or two-color

combinations shows that the agreement is good, especially

for heat and weight. For measuring the correlation

between observer judgments and predicted values the

Pearson product-moment correlation coefficient r was

used. Heat and weight obtained correlation coefficients of

0.97 and 0.98. For activity, the correlation is down to

0.86, but still within the range of what in general is con-

sidered a good correlation. A poorer interobserver agree-

ment for the activity factor has a negative influence on

the correlation. Also the intrasample agreement for heat

and weight is better than for activity, indicating both that

FIG. 11. The distribution of emotion values for a collection of 249,587 images downloaded from the Internet. Emotion val-
ues are not normalized, thereby the slightly different scaling of emotion factors compared to Figs. 1 and 7.
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the activity factor is harder for observers to comprehend,

and that observers may have slightly more varying opin-

ions about the activity factor than the other two factors.

No visual difference could be established between images

with high and low intrasample agreement.

The selection of samples in the main study is an impor-

tant and challenging question. As this is the first study

within this subject, it is difficult to decide how to select

an ideal set of samples. One attempt could be to create a

set that is representative for the database used in the tar-

get application. But the subsequent question is then: Rep-

resentative in what way? The selection can be based on

many different measurements, like emotional properties,

the color content, etc. As shown in Fig. 5, the results

obtained in the pilot study indicate that emotionally

‘‘neutral’’ samples (located in the middle of the emotion

scale) are more common than ‘‘extreme’’ samples (located

at end points). That this is a realistic assumption is con-

firmed in the following preliminary experiment where we

used 249,587 sample images from the image search

engine Picsearch (www.picsearch.com). For these images

we computed emotion values, and histograms describing

the distributions of emotion values. The histograms are

plotted in Fig. 11. Also for this database, collected from

the Internet, it is obvious that ‘‘neutral’’ samples are more

common than ‘‘extreme’’ samples. A set of samples emo-

tionally representative for the entire target database would

thus contain more ‘‘neutral’’ samples than ‘‘extreme’’

samples. However, if the findings are implemented in an

image retrieval system, we expect that users utilizing the

emotion search are mainly interested in samples with

strong emotional content. Consequently, it might be bene-

ficial to develop and evaluate the method with a sample

set containing equal number of ‘‘neutral’’ and ‘‘extreme’’

samples, or even more ‘‘extreme’’ samples than ‘‘neutral’’

ones. With this in mind we conclude that the sample

selection method used in this initial study was appropri-

ate, and that the obtained knowledge can be used for

refining the selection method in upcoming research.

FUTURE WORK

In present research concerning image retrieval, focus

often lies on scene and object recognition. However, we

predict that one of the upcoming great challenges in

image indexing and Content Based Image Retrieval will

be the understanding of emotion-related attributes, like

‘‘warm,’’ ‘‘cold,’’ ‘‘happy,’’ ‘‘harmony,’’ etc. The present

study is the first step toward a broader use of emotion

related properties in Content Based Image Retrieval.

Upcoming research will focus on the inclusion of addi-

tional emotion properties, and how to efficiently commu-

nicate those properties in a user interface for image index-

ing and retrieval. For the present study in particular, one

thing to consider is whether the activity factor should be

altered to some factor that users more easily comprehend,

resulting in better interobserver agreement.
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